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Abstract

Background There are numerous approaches available to analyse data from cluster randomised trials. These include
cluster-level summary methods and individual-level methods accounting for clustering, such as generalised estimat-
ing equations and generalised linear mixed models. There has been much methodological work showing that esti-
mates of treatment effects can vary depending on the choice of approach, particularly when estimating odds ratios,
essentially because the different approaches target different estimands.

Methods In this manuscript, we describe the protocol for a planned re-analysis of data from a large number of clus-
ter randomised trials. Our main objective is to examine empirically whether and how odds ratios estimated using
different approaches (for both primary and secondary binary outcomes) vary in cluster randomised trials. We describe
the methods that will be used to identify the datasets for inclusion and how they will be analysed and reported.

Discussion There have been a number of small comparisons of empirical differences between the different
approaches to analysis for CRTs. The systematic approach outlined in this protocol will allow a much deeper under-
standing of when there are important choices around the model approach and in which settings. This will be

of importance given the heightened awareness of the importance of estimands and the specification of statistical
analysis plans.

Background

Cluster randomised trials (CRTs) are characterised by
the non-independence of observations within clusters;
this intra-cluster correlation must be accounted for in
the analysis to obtain valid inferences. There are several
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Thus, it is often said that in the analysis of cluster trials,
when using individual-level data with binary outcomes,
and when reporting odds ratios, the choice of approach
(between GEE and GLMM) should be guided by whether
the researcher is interested in the marginal or conditional
effect of the treatment [6]. This is important because the
odds ratio is one of the most commonly reported sum-
mary measures of treatment effects for binary outcomes
in CRTs [2].

Yet, there is also another approach to the analysis, using
what is known as a cluster-level analysis [7]. Essentially,
these proceed by aggregating cluster-level outcomes
using a summary statistic (such as the cluster propor-
tion in the case of a binary outcome) and then applying a
conventional analysis method to these summary statistics
(for example, a ¢-test of the cluster proportions). If the
cluster proportions are logit-transformed prior to analy-
sis, the application of the -test yields estimated odds
ratios. These cluster-level analyses can be unweighted
(so that every cluster makes the same contribution to the
analysis regardless of its size), size-weighted (so larger
clusters make a larger contribution to the overall treat-
ment effect, not dissimilar to weighting in a meta-anal-
ysis by study size), or weighted using minimum variance
weights (again, not dissimilar to a meta-analysis using
inverse variance weights; this approach is taken less
frequently) [8]. The choice between an unweighted or
size-weighted approach often depends on desired statis-
tical efficiency but also depends on whether the target of
inference is (i) the effect of the intervention on a typical
individual (targeted by a size-weighted analysis) or (ii)
the effect of the intervention on a typical cluster (targeted
by an unweighted analysis). In settings where cluster
sizes are informative—which essentially means either the
outcomes depend on cluster size and/or the treatment
effect depends on cluster size, these different approaches
to a cluster-level analysis can realise different estimates of
odds ratios (and indeed differences between other sum-
mary measures, such as the relative risk)—again because
they are targeting different treatment effects [9].

Recently, it has been suggested that in settings where
there are informative cluster sizes, neither the GLMM
nor the GEE (with an exchangeable working correla-
tion structure) targets the effect of the treatment on the
typical individual. Rather, when using individual-level
data and when the target of inference is the effect on the
typical individual, an approach based on independence
estimating equations (IEE) (which applies GEEs with an
independent working correlation structure) should be
used [9-11]. The IEE approach is equivalent to what is
called a cluster-robust approach [9, 12] and is used much
less frequently in practice [3, 4]—in part because it has
larger standard errors, wider confidence intervals and
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lower statistical precision and thus results in lower sta-
tistical power [11]. In practice, within any given setting, it
can be extremely difficult to discern whether cluster sizes
are informative; testing for interactions between cluster
size and treatment, for example, is likely to suffer from
the same sorts of issues that arise when trying to detect
any sub-group effect; and comparing effects from mod-
els that target the average cluster effects to those that tar-
get the average individual effect can also be challenging.
Moreover, considering the types of complex interven-
tions evaluated in many CRTs, intervention effects might
well vary by cluster size.

Thus, in situations where it is possible that the inter-
vention effect differs for clusters of different sizes,
researchers must consider whether they are interested in
the individual or cluster-level average. Researchers must
also choose if they are interested in the marginal or con-
ditional effect. Eliciting what are the targets of inference
can be a challenge: statisticians might have difficulty in
understanding these subtle differences; they are then
tasked with communicating these subtleties to clinical
research partners—the meaning of which might get lost
in translation—and/or clinical partners might have diffi-
culty in understanding these differences.

Therefore, we propose to evaluate, over a large sample
of datasets on primary and secondary binary outcomes
from CRTs, whether there is evidence of any material
difference in point estimates and standard errors when
estimating odds ratios from a range of potential analysis
approaches. Whilst such an empirical evaluation cannot
settle the debate about whether targets of inference are
more appropriately aligned with the marginal or condi-
tional effect nor whether there is or is not evidence of
informative cluster size, it might be able to shed light
on how much of a difference the different approaches
can have across a large number of non-selective data-
sets and particularly allow examination under which
circumstances the approaches are more likely to differ
empirically.

Aims and objectives

The overall aims for the work outlined in this protocol
are to obtain a large number of datasets from completed
CRTs, re-analyse these datasets using a series of common
analysis approaches and empirically explore whether and
how estimated odds ratios vary across different model
choices.

Methods

We outline the inclusion and exclusion criteria, the
approaches to obtaining datasets and how the datasets
will be stored and analysed and outline the candidate
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analysis approaches with justification, including antici-
pated relationships.

Inclusion and exclusion criteria

Our objective is to compare analysis methods for a large
number of CRTs. We make a number of pragmatic deci-
sions around inclusion criteria and so limit our com-
parisons to more standard parallel designs with at least
10 clusters (for cluster trials with fewer than 10 clusters,
model-based standard errors are at a much greater risk
of being biased, even with small sample corrections [13]).
The criteria for a study to be included in this re-analysis
project are:

1. Cluster randomised parallel arm trial (or parallel with
baseline period)

Two or more arms

Not pilot or feasibility

Superiority or non-inferiority

At least 10 clusters in total

Published report in a peer-reviewed journal

At least one binary outcome available (not necessar-
ily primary)

N OO W

In the comparative analysis of different approaches, we
will include only two arms from any identified multiple-
arm trials (see later details for how we will choose two
arms where there are more than two arms), and whilst
we will collect both binary and continuous outcomes,
in this initial analysis plan we will only consider binary
outcomes. We include trials in which clusters are ran-
domised to arms in which a baseline period is included
(either cohort or cross-sectional), but in the analysis, we
only include the post-randomisation observations. We
will exclude cluster-randomised designs in which clusters
switch between interventions (e.g. stepped-wedge clus-
ter randomised trials). There are no date requirements
other than those listed specifically below, but all studies
must have been published in the English language (so as
to facilitate understanding of the trial design, which will
be important in the steps to extract the appropriate data,
below).

Methods to identify and obtain datasets
We will use three different methods for identifying and
obtaining datasets. Each of these are outlined below.

1. Datasets identified via a large review of CRTs.

An existing database of nearly 800 CRTs in lower-mid-
dle-income countries (LMICs) was compiled for a review
of CRTs with a different objective and reported elsewhere
[14]. We plan to use this database out of convenience and
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because it is a resource for a large number of CRTs. The
search for the original review was implemented in Ovid
MEDLINE on August 17, 2022; it was limited to articles
published in the English language between January 1,
2017, and the search date. On April 18 2024, using Web
of Science, we retrieved 780/798 records from the 798
PubMed IDs that were already available from the 800
CRTs identified in the review; amongst those 780 records,
777 had email addresses (we will obtain the remaining 22
email addresses by manually identifying the correspond-
ing author from the trial). We will include the subset of
those studies with identified email addresses and that
also meet the criteria listed above (e.g. of the 800 CRTs,
713 of these have a parallel design). We will contact the
authors of each of the studies via the email address avail-
able. We will share a copy of our study protocol and ethi-
cal approval documentation. A copy of this initial email,
which outlines our objectives, and the specific requests of
the study team is included in the supplementary material
(Supplementary Material 1). In cases of non-response, we
will attempt two more follow-up attempts approximately
2 weeks apart (taking care to avoid known holidays).
In the case of further non-response, we will identify
another key author from the paper and attempt to make
a final contact. An ongoing project similarly attempted to
obtain datasets from a systematic review of 160 stepped-
wedge cluster trials, resulting in the sharing of data from
approximately 20%. We, therefore, anticipate obtaining
access to approximately 143 datasets.

2. Datasets known to the authors.

The authors all work in CRTs and have collectively ana-
lysed a large number of parallel cluster trials. All authors
will each ask for permission from principal investigators
of CRTs they have worked on to share the datasets known
to them. The method of contact will be as described
above for the LMIC sample.

Datasets available as publicly shared datasets held

on data-sharing sites

There are a number of websites that host medical data-
sets that are publicly available. We will search these data-
sets for CRTs. Specific search strategies will be developed
for each website, after careful scoping work to ensure
that the databases are likely to contain appropriate detail.
Relevant websites known to the authors are listed in Sup-
plementary Table 1.

Data collection items

We will retain a record of all invitations sent, responses
received and a record of all the datasets received
(including basic information such as a link to the trial
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registration, the PDF of the final trial report and the con-
tact details of the investigator who shared the data). We
are primarily requesting individual-level data as a funda-
mental part of our objectives, which is to estimate effects
using an individual-level analysis. However, cluster-level
data (i.e. numerator/denominator data) could also be
analysed at the individual-level (see analysis section for
details), and this may be a way to obtain sensitive data
and avoid investigators having to share individual-level
records. We will also provide the option that data are not
shared with us, but rather, a local study statistician runs
the code we provide. For trials where the data are already
publicly available, the available data will be downloaded
directly. We will check for duplicates between publicly
shared datasets held on data-sharing sites and records
identified via the large review of CRTs. We will not con-
tact authors of CRT whose data we already possess. For
trials where it is necessary to approach investigators to
share data, we will ask for the following data from each
identified trial:
Individual-level datasets:

1. Cluster indicator

2. Treatment arm indicator

3. Any key primary or secondary binary outcome vari-
ables

4. Any key primary or secondary continuous outcome
variables

5. Any cluster-level variables used in any restricted ran-
domisation

6. Any individual or cluster-level variables used in a
covariate-adjusted analysis

Cluster-level datasets:

1. Cluster indicator
2. Treatment arm indicator
3. Any key primary or secondary outcome variables:

a. For binary outcomes—count of the number of
occurrences of the outcome in the cluster (along
with the number in each cluster contributing to
that outcome (i.e. cluster size))

b. For continuous outcomes—cluster-level means
(and cluster size)

4. Any cluster-level variables used in any restricted ran-
domisation

Datasets not available for sharing
Where an investigator indicates that they are una-
ble to share a dataset but agrees to the analysis being
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undertaken by the local study statistician, we will share
the code for the analysis (in Stata only)—and instructions
for implementation. The study statistician would then
return estimates of log-odds ratios and standard errors
for all of the candidate approaches (along with descrip-
tive characteristics of the study, such as the number of
clusters—see later details). Replicating models between
different software packages can be challenging, and to
avoid this complexity, we will not offer this facility in
other packages.

Justification for data collection items

We plan to ask for secondary and primary outcome vari-
ables to maximise the number of outcomes we have for
our analysis, which will increase the likelihood that we
are able to make informative conclusions. We will limit
our request to key primary and secondary outcomes
and so include only pre-specified secondary outcomes
in the trial registration or protocol (and so, for example,
will exclude safety outcomes). Including multiple out-
comes from each study will greatly enhance the number
of outcomes available for analysis and will increase the
generalisability of the findings. This proposal focuses on
estimating odds ratios from binary outcomes to limit the
scope. Future work could look at other outcome types
(e.g. continuous outcomes) or other summary measures
(e.g. risk difference), and for that reason, we will also col-
lect continuous outcomes if available. We also will col-
lect information on any key covariates available (those
used in the randomisation and any used in an adjusted
analysis) as covariate adjustment can be a very useful
way to increase study power and can, in some settings,
change estimated effects (this is particularly possible in
CRTs with post randomisation identification or recruit-
ment biases [15])—and demonstrating this could also
be empirically useful. However, again, whilst we capi-
talise on this opportunity to collect this additional data,
this proposal does not consider the use of covariates
explicitly.

Data storage and protection

Data storage

Data will be requested at the individual level but in a de-
identified form so that it is fully anonymised, and we will
not have any information about individual participants.
The University of Birmingham, Edgbaston, Birmingham,
B15 2TT, is the data controller. All datasets will be stored
on password-protected University of Birmingham secure
servers or password-protected university computers;
and the only people who have access to these datasets
will be those who are performing the statistical analysis.
An anonymised version of each dataset (which will not
contain an identifiable link to the primary studies) will
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be created and used as the working version of the dataset
(this will not be password protected) and will be retained
for 10 years after the publication of the research out-
comes for this initial proposal. This anonymous version
of the data will be stored on the University eData reposi-
tory (https://edata.bham.ac.uk).

Data sharing

We will not share the datasets with any third party. This
protocol contains specific details for the project, which
aims to determine if different approaches to analysis have
an impact on inference for the odds ratio. The datasets
may also be used (only by the study team) to answer
related questions, including whether the approaches to
analysis have an impact when estimating (i) risk ratios,
(i) mean differences for continuous outcomes, (iii)
covariate-adjusted effects and (iv) comparisons across
statistical packages, for example. This will only be under-
taken by members of the study team and will be subject
to further ethical approval.

Identtification of trials

The objectives are to identify, across a large sample
of trials, if there are differences between the different
approaches. Our objectives do not relate to identifying
whether particular treatments work or do not work. For
this reason, we will not identify the trials or the treat-
ments by the names or authors in any reported results.

Pilot phase

We will pilot all aspects of our approach. For example,
we will pilot-test the email approach. To this end, we will
send out the email requests in an initial batch of ten. This
will allow for the refinement of the invitation and modifi-
cation of issues that might be unclear. Furthermore, once
we have received ten datasets, we will carefully test the
approach for storing data and analysis code to run the
models. We anticipate only reaching out to ten studies
each time, so as to ensure we do not become overloaded
with responses and that we have time to individualise
our responses to maximise the usefulness of the data we
receive.

Data analysis

Statistical analysis objectives

Our overarching objective is to identify if, amongst all of
the candidate analysis approaches, there are differences
that would make a material impact on the inference of
the treatment effect. This overarching objective is broken
down into three broad objectives to determine:

i. To explore and characterise differences (in point
estimates, standard errors, confidence intervals)
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between estimates obtained from the current
dominant approaches (e.g. a mixed model com-
pared to generalised estimating equations using an
exchangeable correlation structure)

ii. Whether there are differences between the differ-
ent estimands (e.g. are marginal estimands typically
different to cluster-specific estimands)

ili. Whether, for the same estimand, there are dif-
ferences between different estimators (e.g. for a
marginal participant-average estimand, is there a
difference between using independent estimating
equations and generalised estimating equations
assuming an exchangeable working correlation
structure?)

For each of these broad aims, we propose a number of
different analysis approaches (Table 1) and have a num-
ber of specific aims (Table 2). The motivation for con-
sideration, details of any anticipated relationships and
approach to be taken to investigate the relationships are
all detailed in Table 2.

Standardisation of datasets

We will standardise datasets for analysis. The unit of
randomisation will be defined as ‘cluster’; the binary
outcomes coded as outcome_1 (primary if available) to
outcome_X; the intervention indicator coded as ‘treat-
ment’ (1 treated; 0 control). In cases of more than two
arms, we will include the control arm (standard of care)
and only one of the other treatment arms (we will retain
the arm with the largest number of clusters or observa-
tions). In cases of more than one time period, we will
include the first (post-randomisation) assessment time
period. We will remove all pre-randomisation baseline
assessment periods. We will exclude any studies that
have fewer than 10 clusters available for analysis. This
will thus result in a dataset for each study, which has a
number of binary outcomes, two treatment arms, more
than 10 clusters and a single follow-up assessment time.
Each outcome from each trial will be analysed separately.
For datasets provided in a cluster-level form (cluster-level
data on: indicator, numerator and denominator), these
will be converted into individual-level data by reformat-
ting so there is one row in the dataset to represent each
observation per cluster (e.g. each cluster will be expanded
to include number of rows equivalent to the denominator
with the outcome coded as one for the numerator for that
cluster).

Two of the approaches (the standard cluster-level
analysis and the size-weighted cluster-level approach,
Table 1) both exclude clusters with zero events by default.
To compare the performance of these two approaches
across trials, including those with zero events in any
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clusters, we, therefore, adapt this method by adding half
an event to all clusters with zero events [7, 8, 15, 16]. This
correction will be made to each outcome dataset before
any analyses, and this corrected dataset will be used for
all analyses to allow a fairer comparison.

For each dataset and each outcome, we will also com-
pute the cluster size to implement the size-weighted anal-
ysis. To this end, for each dataset and for each outcome,
we will sum the number of observations that contribute
to that outcome for that dataset. When we implement the
size-weighted analyses, we will use the size of the clus-
ter with respect to the outcome in question (and so, for
example, we would not count participants with missing
outcome data).

Descriptive summary of studies included

We will first report a descriptive summary of the stud-
ies included (a dummy version of this Table is included
in Supplementary Table 2). This will include the number
of unique studies and outcomes available, and the aver-
age number of outcomes available for each study. We
will then report a number of summary measures that
describe the outcomes available. Summary measures to
be reported include the total sample size, the average
cluster size; the number of clusters and the coefficient of
variation of cluster sizes across clusters; the proportion
with the outcome in the control arm and the coefficient
of variation of this proportion across clusters; the intra-
cluster correlation coefficient (reported on the propor-
tions scale, estimated using a linear mixed model, and
adjusting for treatment [17]); and the correlation between
cluster size and cluster outcome proportion within the
control arm. These characteristics will all be summarised
using medians and interquartile ranges and relate to the
numbers available for each outcome (e.g. the sample size
relates to the sample size available for that outcome).

Candidate model approaches

Data will be analysed using a number of different
approaches to analysing cluster data (Table 1). These
approaches have been chosen to cover the combination
of marginal, conditional, cluster-level and individual-
level targets. These approaches also include approaches
that are commonly used and accepted as standard. The
candidate model approaches are all informed and justi-
fied on the basis of the statistical analysis objectives. In
Supplementary Table 3, we include methods that were
not considered, with a justification for exclusion.

Candidate factors which might influence the relationships
When exploring whether there are differences between
the different approaches, we consider the following fac-
tors which are known to be of importance:
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+ Number of clusters (known to be of importance for
estimating standard errors without bias) [13]

+ Event rate (known to be of importance in the
difference between marginal and conditional
effects) [17, 18].

o Intra-cluster correlation coefficient (ICC) on the
proportion scale (known to be of importance
in the differences between GEE and GLMM
approaches [18, 19]

« Coefficient of variation (CV) of cluster sizes (known
to be of importance when there are informative clus-
ter sizes [11])

+ Correlation between cluster size and cluster outcome
proportion in the control arm (a simple measure of
one type of informative cluster size) [11]

+ DPoint estimate (bias might be greater when the effect
size is further away from zero) [8]

For the most part, the impact of these factors will be
investigated by retaining each factor in its continuous
format (e.g. by depicting one factor in its continuous for-
mat on the x-axis of a figure—see Supplementary Fig. 1
for example where the coefficient of the cluster sizes is
presented on the x-axis). We will, however, also catego-
rise into sub-groups to allow multiple factors to be dis-
played on figures (e.g. ICC as depicted in Supplementary
Fig. 1). The precise cut-points for these categorisations
will be determined using a combination of data availabil-
ity and anticipated important thresholds and, for exam-
ple, would consist of: ICC <0.001; 0.001 to 0.05;>0.05;
CV of cluster sizes<0.25; 0.25 to 0.75;>0.75. Finally,
the analyses will be run across all datasets and limited
to datasets with more than 40 clusters, where we can be
more confident that standard errors will be unbiased.

Analysis implementation

We will use Stata 18 to implement all model fitting, and
details of the code is provided in Table 1. To fit GLMs,
we use the glm command in Stata. This is contrary to
Stata documentation, which recommends that where
there is an overlap between the capability of glm and
another command, the other command should be used
(e.g. use logit instead of glm). However, the use of glm
and meglm produces a more standardised output that is
slightly easier to work with. We limit the number of itera-
tions to 1000 for computational feasibility. We use robust
standard errors where appropriate with justification and
maximum likelihood estimation using Newton—Raphson
(default in Stata) and mean-variance adaptive Gauss-
Hermite quadrature (default in Stata), and we mostly fol-
low the default options in Stata. 95% confidence intervals
will be created using t-distribution with the number of
clusters minus two degrees of freedom.
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We will present findings on the log-odds scale and the
standard error of the log-odds ratio. In an individually
randomised trial, conditional estimates tend to be larger
than marginal ones and have correspondingly larger
standard errors [20]. This is likely to be similar in CRTs.
Thus, an estimate that targets a conditional/cluster-spe-
cific effect will have a larger estimate than one which
targets a marginal effect and should also have a corre-
spondingly larger standard error. Our objectives here are
to simply consider this as a hypothesis and to determine
if, in practice, it is the case that standard errors for con-
ditional effects are typically larger than those of marginal
effects. For this reason, we do not consider different
scales—such as statistical power.

For each comparison of any two candidate approaches,
we will report in graphical format (i) a comparison of the
log-odds ratio from each of the two candidate approaches
(e.g. point estimate from GEE vs. point estimate from
IEE), (ii) the ratio of the two-point estimates of the log-
odds ratio (e.g. point estimate from GEE/point estimate
from IEE vs. point estimate from IEE) and differences on
a percentage scale (e.g. point estimates from (IEE-GEE/
IEE)*100 vs point estimate from IEE, (iii) a comparison of
the standard errors from the two candidate approaches
(e.g. the standard error from the GEE approach vs. stand-
ard error from the IEE approach) and (iv) a compari-
son of the confidence intervals from the two candidate
approaches (e.g. the confidence interval from the GEE
approach vs. confidence interval from the IEE approach).
A detailed list of all of the two-way comparisons of can-
didate approaches is detailed in Table 2. We will explore
the use of presenting on a log scale and truncating the
axis for outliers.

Planned interpretation of findings

Our interpretation will focus on when results are mostly
similar (i.e. confidence intervals are mostly overlapping).
For example, we expect to show that the point estimates
from the marginal and conditional approaches show a
strong one-to-one correlation. We will also highlight
when there may be differences. For example, we expect
to show that there are proportionately larger differences
when the point estimate is close to zero. Case studies will
be selected to illustrate these points. For example, a case
study for which there is a clear effect (and so the point
estimate is not close to zero) and comparing the marginal
and conditional approaches should illustrate that on the
odds ratio scale both approaches suggest large effects
(and so differences between effects largely inconsequen-
tial), whereas a case study for which there is evidence of
no, or a very small, effect (and so the odds ratio close to
zero) should illustrate that both approaches can lead to
different effect estimates, which might be of importance
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if small effects are clinically important. Factoring into
this interpretation, confidence intervals and the range
of uncertainty will also be considered. We therefore aim
to provide recommendations for when the dominant
approaches can be used without having to consider the
sensitivity of findings to alternative approaches as well as
establishing factors which might be used as signals that
results might be sensitive to approach.

Feedback on study results to participants

We will share results with all study investigators who pro-
vided datasets. Every study investigator will be asked if
they wish their study to be acknowledged (by the names
of the people who facilitated the sharing of the data, the
study name, and publication).

Discussion

There have been a number of small comparisons of
empirical differences between the different approaches
to analysis for CRTs. For example, an analysis of four
datasets using a limited number of approaches identi-
fied limited variation across approaches [21]; whereas an
analysis of a single CRT, but with only a small number of
clusters, called the Trigger trial, revealed seemingly large
differences between different approaches [11, 22]. The
systematic approach outlined here for the identification
and analysis of datasets from cluster randomised trials
will allow a much deeper understanding of when there
are important choices around the model approach, and
in which settings, and this will be of importance given
the heightened awareness of the importance of esti-
mands [23] and the specification of statistical analysis
plans [24, 25].

Limitations

Generalisability of findings

Our findings will be limited by both the number of data-
sets we are able to obtain and their representativeness.
Increasing the number of datasets will reduce the possi-
bility of our findings being influenced by outliers but will
be limited by the number of responses to our requests for
data sharing. The generalisability of our findings might be
limited by how one of our primary sources for datasets
is a review of CRTs limited to LMICs. However, there is
no known reason why this should impact our study ques-
tion. Furthermore, we will present some of our findings
by key factors that are known to be influential, such as
the number of clusters, the intra-cluster correlation coef-
ficient and event rate.

The importance of research input into the estimand
We underscore the importance of how model choice
should be dictated by the target estimand and not the
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other way around. However, even in the individually
randomised trial literature, there is considerable debate
about when marginal and conditional effects should
be the target of inference [26—28]. We, therefore, hope
that this empirical evaluation might complement other
ongoing research into this very important aspect of trial
design and analysis.

What is an important difference

The interpretation of what constitutes an important
difference between approaches will be nuanced. Fur-
thermore, even if we identify that differences are only
important under various scenarios (e.g. high ICCs),
because the factors that drive the differences will not be
known at the design stage, it would be difficult to con-
clude that these constructs do not need careful con-
sideration for a given trial, as it will be hard to rule out
differences entirely at the design stage.

Small sample corrections

Many of the trials included will include only a small
number of clusters, and so the standard errors will be
biased downwards. Making small sample corrections to
these standard errors, however, is not straightforward.
We have opted for a pragmatic approach to small sam-
ple corrections (e.g. by using the between-within cor-
rection for mixed models and cluster-level analyses and
robust standard errors for marginal approaches). These
might not be optimal in all settings (for example, in some
specific scenarios, one small sample correction might
perform better than another [13, 29]). Yet, our focus is
primarily on the point estimates. Simply describing the
pattern of standard errors across the datasets and across
the analysis approaches is a secondary objective for com-
pleteness only.

Informative cluster sizes

We will not be able to differentiate or determine what
part of any differences have to do with informative clus-
ter sizes—for this, more theoretical or simulation-based
studies are required. In addition, informative cluster sizes
might relate either to the effectiveness of the interven-
tion as a function of the actual/real-world cluster size or
the effectiveness of the intervention as a function of the
observed/sampled cluster size. However, we will be able
to investigate whether differences between approaches
are more prevalent when cluster sizes vary or by the
correlation between cluster size and cluster outcome
proportion.

Covariate adjustment
One of our key objectives is to determine how much
the cluster-conditional and cluster-marginal estimands
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differ. There may, however, also be potential differences
between the effects, conditional and unconditional on
covariates [20]. A future project may explore the addi-
tional complexities of including covariate adjustment
(including baseline values of the outcome). However,
there will be difficulties with operationalizing the choice
of covariates for adjustment (e.g. looking at statistical
analysis plans to inform which covariates to adjust for
could be time-consuming and likely under-reported).

Different outcomes or treatment effect metrics

We only consider binary outcomes and limit considera-
tion only to odds ratios. Other treatment effect measures
include relative risks, risk differences and mean differ-
ences, and these can also be impacted by informative
cluster sizes, whereas only hazard ratios and odds ratios
target different marginal and conditional effects. Again, a
future project may explore how relationships hold for dif-
ferent outcome types and different summary measures of
effects (e.g. risk difference).

Comparison of power/statistical precision

We aim to compare standard errors across the differ-
ent approaches. An alternative would be to understand
whether certain methods are leading to an increase
in statistical power. In which case, reporting log(OR)/
SE(log(OR)) would be an alternative. However, (i) it is not
clear exactly how this maps onto statistical power, and
(ii) this would assume that the estimated log(OR) from
any given candidate approach is unbiased, and if it is not,
then this measure is no longer useful. Thus, whilst this
works well for unbiased estimators, for biased estima-
tors (such as generalised estimating equations or mixed-
models in the presence of informative cluster sizes),
this provides a combined measure of bias/precision,
which is difficult to interpret. Thus, a larger log(OR)/SE
value could either denote increased precision/power, or
increased bias. Thus, trying to demonstrate any increase
in statistical power/precision from empirical data is chal-
lenging, and so we thus limit our consideration to stand-
ard errors only. We also assume no systematic error in
the estimated standard errors and will not investigate
whether any differences seen in precision between esti-
mators are due to bias.

Clusters with zero events

There are indeed various approaches to accommodating
zero events in a cluster-level analysis. For example, add-
ing 0.5 to the numerator and 1 to the denominator [8] or
0.5 to the numerator [7] or 0.5 to both the numerator and
the denominator [30]. Furthermore, in studies with small
cluster sizes (where zero events in clusters are more typi-
cally likely), the cluster-level analysis has been observed
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to provide biased estimates, which might suggest that
these approaches are not optimal [8].

Alternative approaches not considered

There are a number of other potential approaches we
have not considered. For example, we did not include
analysis of cluster-level proportions using linear models
with inverse variance weights as, in our experience, it is
less frequently used in practice [3]. There are also other
choices for standard errors. For example, we did not
include GEE with non-robust standard errors as these
are widely accepted to be inappropriate. We also did
not consider some other variations of the robust sand-
wich estimator. Of note, the Stata default does not have
‘robust’ as the default option for GEEs. Likewise, given
that IEEs do not inherently account for clustering, unless
robust standard errors are used, we did not include the
IEE approach without robust standard errors. We also
included a fairly arbitrary adjustment for clusters with
zero events (adding one event to each cluster with zero
events), but a wider evaluation of the different approaches
might be warranted. Under the cluster-level approaches,
we plan to include robust variances when weight-
ing by cluster size but not in the unweighted approach.
One argument for using robust standard errors for the
unweighted approach is due to different cluster sizes: the
different summaries will have different variances (heter-
oskedasticity). Yet, the unweighted approaches have all
worked well with model-based standard errors, even with
variable cluster size [30].

Summary

It is known that different approaches to estimating treat-
ment effects in cluster trials target different estimands,
and so the resulting estimate can vary depending on the
choice of approach. This is particularly, but not exclu-
sively, the case when estimating odds ratios. In this man-
uscript, we have described the protocol for a planned
re-analysis of data from a large number of cluster ran-
domised trials. This will allow us to examine empirically
whether and how odds ratios estimated using different
approaches vary in cluster randomised trials.

We cannot aim to make recommendations for given
trials. For example, it is likely that we will identify in set-
tings where the ICC is very low that non-allowance for
clustering might not underestimate the standard errors
[31]. However, in practice, for any given trial, the ICC
will not be known with any certainty at the planning
stage, and to avoid undue emphasis on model selec-
tion, it would not be possible to identify in advance if
the ICC were sufficiently low. We suspect that many of
our findings will have similar caveats. However, it would
be useful, for example, to be able to conclude that large
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differences are infrequent and mostly only occur when,
for example, when ICCs are very large or the variation in
cluster sizes is very large. Nonetheless, even if there are
no differences between these estimated values, research-
ers still need to consider how their estimates are going to
be interpreted. But of course, the dangers of mis-inter-
preting are lessened when differences are small.

Thus, we anticipate this work will provide empirical
support for known theoretical relationships. This might
then be useful in providing guidance to researchers when
they need to very carefully consider the question of the
target estimand (which in cluster trials is complex to
understand) and associated model choice. Moreover,
whilst simulation studies and theoretical work can shed
light on where differences are anticipated, both of these
approaches often, by necessity, make assumptions either
about the data generation process or rely on asymptotic
or large sample theory. We thus anticipate that this re-
analysis and demonstration of empirical findings will
complement future and current theoretical work.

Abbreviations

CcL Cluster

CONSORT  Consolidated Standards of Reporting Trials
CRTs Cluster randomised controlled trials
cv Coefficient of variation

GEE Generalised estimating equations
GLM Generalised linear models

GLMM Generalised linear mixed models
HC1 Huber-White sandwich estimator
IQR Inter quartile range

ICC Intra-cluster correlation coefficient
IEE Independence estimating equations
LM Linear model

LMICs Lower-middle-income countries

OR Odds ratio

RCTs Randomised controlled trials

SAPs Statistical analysis plans

SE Standard error
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